Catching the LoRa ADR bandit
with a new Sheriff: J-LoRaNeS

Context:

Massive LPWAN deployment
LoRa communication optimization
LoRa Network simulation
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Originality:

We developed a LoRa network simulator highly customable with the Julia language
Performance study of MAB-based Adaptive Data Rate algorithm with duty-cycle constraint (unreliable feedback)

J-LoRaNeS : A Julia based LoRa Network Simulator
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We used the Julia language [1] to develop the simulator. This language was recently developed at the MIT, it is
Data easy to use as Python, and since it is a compiled language, the code can be executed quickly. Moreover, Julia relies
, N R 1l on multiple dispatch, which allows a huge flexibility for the simulator. Indeed multiple dispatch is a mechanism
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Multi-armed Bandit algorithm for parameters selection
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algorithms when the duty-cycle is properly respected?

Application of MAB to LoRa Possible interaction between ED and GW

LoRaWAN ADR algorithm [4]
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The exploration probability € can be fixed or Parm = Barm +1 -7

dynamic. Here e = K/ Y.X_, Ny, to ensure high
exploration at the beginning, and high
exploitation after a certain time.

The ADR is split into 2 algorithms with different objectives:

e Algorithm on server (presented above): make the communication
as energy efficient as possible.

* Algorithm on node: reach a GW whatever the energy cost.

ADR performance comparison

The random variables allows to select the arms with high
average rewards or the ones that are worth exploring, i.e.,
with a high variance and rather high average.

Network topology metrics

Packet Delivery Rate for each end-device of the network
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in most used SF maps. That bad selection is
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due to the duty-cycle. Nodes close to the GW
are not affected because every configuration
allows good performance in this case.
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* Fast convergence time for Oracle algorithm, with
higher performance than LoRaWAN ADR.

* But high penalty on performance for real cases, i.e.,
respecting the duty-cycle at GW level.
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Most used SF for each end-device of the network

Perspectives

* Find a MAB algorithm that can outperform the LoRaWAN ADR, even with duty-cycle limitation.
* Include energy in the reward computation to make the communication energy efficient

Conclusions

 J-LoRaNeS is very flexible, and simulator behavior can be easily adapted
* The duty-cycle limitation can have a huge impact on the performance of MAB-based
ADR algorithm, especially for dense networks.
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